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Abstract

The introduction d new computing paradigms, namely
Grid and Cluster computing, is exeting urusual pressure
on traditional supercomputing environments to reach a
certain leve of integration. Grids are thought to become
the infrastructure, which matches the processng power
needs of near future High Energy Physics (HEP)
experiments, like the CERN Large Hadron Collider
(LHC). In fact, some of the new techndogies devdoped
within Grid initiatives are also appealing as pretty good
solutions to some long-standng reeds of the Lattice
Quartum Chromo-Dynamics community. We report on
the planned grid activities of the APE group.

1. Introduction

Historicdly the ealy '80s sw a greda ded of adivity
in the field of numericd simulations of discretized Lattice
Quantum Chromo-Dynamics (LQCD). The mputing
power necessary to obtain even accetable results in the
so-cdled Quenched approximation to LQCD, where a
simplified dynamics is considered — as opposed to the
complete or Full LQCD - was beyond that available at
that time. Somehow, the viability of this kind o
computations was also linked to the redizaion of
prototypes of custom super-computers[1, 2].

During the ‘90s, more ambitious efforts [3-8] gave
unexpededly good results. The physics program focused
on increasing statistics in Quenched LQCD simulations
and on first attempts at implementing Full LQCD
algorithms.

As the technology provides for increasing computing
power, the more refined Full LQCD model might be
simulated with enough statistics to get relevant results.
Anyway, going to Full QCD simulations with reasonable
lattice sizes requires order of magnitudes more power than
the gproximated guenched model, to the paint that the —

stochasticdly generated — configurations of the gauge
fields become ared treasure. This improved theory is
necessry to study the low energy hadronic spedra. At the
same time, we eped that very large lattice simulations
will be caried out in the future with the quenched theory
in order to study the physics of the we& interadion of
heavy hadrons.

In a typicd scenario, order-of-a-day time is necessary
to produce both a de-correlated Full LQCD configuration
and a Quenched LQCD propagator set. They have to be
caefully stored as to be “measured” later on, cdculating
different physicd ohservables. Given the large lattice
sizes, this latter approach is going to be computationally
chegoer than producing them on the fly, as it was done in
the past for the propagators. Some sort of distributed
storage fadlity is needed as gauge field configurations and
propagators have to be shared among reseachers.
Furthermore a simple yet efficient seaurity fadlity should
be implemented to limit and/or control accessto the data
sets.

A similar yet more primitive gproach has aready been
explored in the past by the SESAM and Ty L collaboration
[9], using various $ze APE100 machines and one Cray
T3E, bothin Italy and in Germany.

It is interesting that the size of the raw data sets, of the
order of hurdreds of Gigabytes per simulation, is
comparable to those of HEP experiments. Somehow the
data throughput is comparable. That is why we originally
turned to evaluating DataGRID.

In the next two sedions, we expose some details of the
INFN apeNEXT experiment and of the CERN grid
initiative, DataGRID. The fourth sedion is devoted to the
proposed apeNEXT-DataGRID testbed, followed by some
conclusion remarks.

2. The apeNEXT experiment



Custom super-computing viability is related to the
pealiar charaderistics of LQCD algorithms. complex
numbers algebra, locdity — as it is a first-neighbor
interadion — and large data sets — as the latticeis 4D. —

The latter means that LQCD uses memory cade
unfriendly agorithms, which hut cade-based CPU
architedures, typicd in commodity HW, to the point that
only the memory-CPU bandwidth is the key fador. This
bandwidth is usually small compared to the CPU ahility to
crunch data and in fad mitigated by cade hierarchies —
L1, L2 and so on. — Custom made FPU'’s, laking the
leading-edge slicon tednology, may resort to
accéerating in slicon the very criticd agebra and
balancing the achitedure to match the LQCD criticd
numerica needs.

The APE family of super-computers is an example of
the austom computing efforts that originated in the 80's.
Its third generation and latest representative is APEmille
[10, 11, 12], which sports up to 2048 processors, for 1
Tflops of pek SIMD performance and 64 Gbytes of
memory. Today the projed is considered finished with
two large 128 Gflops installations in production for six
months and a lot of HW is being manufadured and
deployed just now — i.e. two new 64 Gflops g/stems are
up and running. —

The APE group is the acual entity behind al the
aspeds of both the design and implementation of the APE
super-computers. Within this very group both software ---
compiler and qerating system technologies --- and
hardware --- VLS| and complex PCB design --- expertise
is present. Moreover, the group is moving from the
Italian-German collaboration, which is responsible for the
APEmille supercomputer [10], to a wider European
collaboration [13,14] as uggested by the recent ECFA
documents [15]. The ellarged group is pretty well in the
design stage of the geNEXT supercomputer, the next
APE machine, which is targeted toward the design goal of
several Teraflops of computing power installed
throughout the LQCD European community within 2005

Last but not leagt, in the past the APE group has been
one of the INFN origins of high-level techndogy transfer
to the industry. We hope to follow on this task at a new,
unprecalented European level, in arole somewhat similar,
we hope, to the CERN one; just think o CERN big
contribute to the I'T industry for WEB technd ogy.

3. The CERN DataGRID Project

Since the emergence of the Grid computing paradigm,
the HEP community has plans to employ it for its
purposes. In fad, the needs of tomorrow large HEP
experiments at CERN [16] are: storage of huge data sets,
computing power to processthem and their sharing among
distributed reseach communities. The availability of a

first generation of tednologies, such as the Globus
Toolkit [17], is a grea opportunity to start a follow-up
adivity to further extend them acwrding to HEP needs.
Within this framework the CERN DataGRID [18] projed
shines for being a rather comprehensive implementation
of the Grid concept, from the software middleware up to
the hardware infrastructure and testbed applications.

CERN DataGRID work packages
IMiddleware
1 Grid Work Scheduling

2 Grid Data Management

3 Grid Monitoring Services

4 Fabric Management

5 Mass Storage Management
| Infrastructure

6 Testbed and Demonstrators
7 Network Services
Applications

|8 HEP Applications

9 Earth Observation Applications
10 Biology Applications

11 Dissemination

12 Project Management

DataGRID is an international effort, backed partly by
the EU partly by the CERN partners. The huge estimated
effort is partitioned into 12 Work Pad<ages (WP), which
arelisted in the table eove.

Among the ontributors, INFN is fully committed in
many aspects of the middeware software development
and in the deployment of by-products through a spedal
national experiment, INFN-Grid [19]. It is driven in
paralel with CERN DataGRID with the am to coordinate
the INFN effort in it and to build up the Italian computing
infrastructure for the future LHC experiments. In
particular, INFN isresponsible for WP1.

4. DataGRID and apeNEXT integration

Today there is a common agreement about the physics
program of the European Lattice QCD community for the
next yeas [14,15]. In the following table we try to lay
down some estimated figures:

APEmille apeNEXT

Time frame 2000-2003 2003-2006

Lattice Size 50° x 100 100° x 200

Propagator size| 500 Gbytes 10 Thyte
col\rll;Jir;]ltJ)rZrtngns 50 100




Total data set
size

Note that the “number of configurations’ figures are very
conservative. They have to be cmonsidered just as hints.

The involvement of the APE group in INFN-Grid
adivities focuses on the Data Management work padkage
(WP2), for which INFN is not diredly responsible. Its
deliverable is a middleware for data management, which
addresses the topics of fast data transmisgon, replication,
synchronization and security.

The suitable place to deploy this techndogy is the
foreseen European LQCD collaboration. Indeed all of the
main apeNEXT sites (ANS) will be equipped with:

A pool of apeNEXT super-computers.
e A locd multi-Terabytes dorage fadlity for Full
QCD configuration storage.

e A highspead network conrection to alow for

configuration sharing.

e Optionaly, aPC cluster to carry on measures.

Our technicd point is that DataGRID data management
technology provides the necessry infrastructure to
transparently link all the ANS's. Software programs to
analyze the Full QCD configurations might use the WP2
middleware to real the onfigurations wherever they
resides.

25 Thyte 1 Pbyte

4.1. The architecture of a prototype apeNEXT
testbed

As of now, the APE group has been officially involved
in the design of an INFN-Grid testbed [19]. The figure
below depicts a reasonable scenario for us. We plan to
choose two large APEmille sites of today, which will be
upgraded to apeNEXT machines as son as available, and
to link them with a fast WAN connection. We will let
them produce and permanently store areasonable amnount
of configurations. Then we will provide the necessary
software tools to let a pool of physicists write down and
test their anadysis programs. For computational power
demanding analysis we muld provide amedium-sized PC
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cluster.

The @nfigurations produced in eah APE site will be
stored at high bandwidth in the locd storage fadlity. We
plan to customize the WP2 software and wrap it in easy-
to-use library routines. These routines shoud make eay
to uniformly access locd as well as remote files,
affedively masking their proper location.

Fil es belonging to the same cnfiguration — gauge field
raw binary data, physicd parameters and machine
topdogy used in the smulation — will be achived in a
unigue data set identified by a tag containing timestamp,
ANS ownership information and wser spedfied data.

Providing this tag to the wrapper library, it will be
possble to:

¢ Publish/Un-publish a configuration data set in the
(unique) metadata cdalog server. This will
add/remove only the tag data set to the server and
not the configuration itself. The data set will be
digitally signed with the cetificae of the ANS.

e Seach for a mnfiguration data set (locd or
remote) by metadata.

e Retrieve a onfiguration data set. This will be
always posshle for locd configuration data set
but a DataGRID seaurity authentication phase
will  be necessary to download a remote
configuration data set. Automatic replicaion
could be used aternatively.

Generally speaing, our testbed has to support a number
of operations on configuration sets:

e Production (on APEmille & first, then on
apeNEXT)

e  Storingon high-speed disk storage.

e Archiving, that is, automatic data migration to
low-speed, inexpensive storage.

e Reovery of configurations from the achived to
the stored state.

e Configuration analysis.

e  Seaurity isamoderate but present topic.

e Replicaion d configuration sets between the two
ANS.

4.2. The APE group activities

The APE group adivities are mainly focused onto
WP2. As of now, we ae well in the requirements analysis
and production stage. We ae adively collaborating with
the people from the LHC experiments (CMS, Atlas, LHC-
b, Alice) aswell asfrom other nontHEP initiatives (Virgo,
ESRIN) to find the best match for our needs. The main
focusis on the data model of the different applicaions. As
of now, HEP experiments applicaiions am to expose an
extremely rich requirement list.

Complementarily such an adivity is opening a good
opportunity for us to deeoly analyze some issues of the



LQCD, which were traditionally dedt with manually. For
example, eathh LQCD group has its own poalicy for
configuration sets maintenance. In the past, just using
simple file and/or diredory naming was enough. Even
configuration badk-up’s were mostly driven by personal
will. We think that in the enlarged LQCD community, itis
necessry to turn to more sophisticaed technologies,
which enforce better padliciesfor free

Technicdly, we count on WP5 adivities to have inpus
as of the suggested SW/HW architedures [20-22] for the
ANS storage fadlities. In fad, while éove we referred to
ANS permanent storage, we foresee to ship most of the
apeNEXT machines with further dedicaed high
performance, parallel 1/0 sub-system --- just like APE100
and APEmille. --- As we got to know by our long
experience, large-scde simulation o the simplified,
qguenched theory needs a very large and fast temporary
storage for swapping. These kinds of simulations are most
interesting for the physics of the strong corredions to
wea interadion processes --- we&k decays. --- AS a gross
measure, an 1/0O bandwidth of 0.5-1 Mbytes/s per Gflops
of processng power is considered necessary for the
performance @st of swapping being regligible. In this
area the APE group has developed a wnsiderable
experiencein the last 10 yeas and we exped to be aleto
contribute back alot to the DataGRID community.

By the same agument as above, it is expeded that
WP4 inter-networking choices are realily reusable to
interconred apeNEXT sites. Even in this field we exped
the APE collaboration to contribute some of its high-
spedl, LVD link techndogy. It is well in our projed to
badk-port the technology and implement it in a PC
network board. This effort may be important for grids
locd interconredion.

Of course, al that trandates to the necessity to
properly link DataGRID techndogy to our future
apeNEXT Operating System environment (NOS). In fad,
NOS will be cetainly designed with DataGRID
middleware use in mind. In that sense, the NOS may be
considered a dient application of DataGRID middeware
just as LHC experiment distributed data analysis
programs.

Furthermore, we expect that in some geNEXT sites
PC clusters will be deployed and used as an alternative
analysis engine. Even in this case, analysis programs will
be linked against DataGRID middleware libraries mainly
for dataretrieval purposes.

4.3. Further developments

As a more ambitious projed, we ewision the
posshility to transparently integrate gpeNEXT machines
in the future DataGRID job scheduling environment, just
like a pretty standard computing fadlity. This way,
apeNEXT would become agrid computing resource In

the end, it might be integrated in a EU-wise LQCD
computing gid.

In this case, we ned further stuff from DataGRID, not
only WP2 middleware. Redisticdly, most of DataGRID
middleware might be useful, espedally Mass Storage
Management and Fabric Management work padages.

5. Conclusions

We can conceptualy draw a parallel between gauge
field configurations production in LQCD numericd
simulations and events production in particle physics
accéerator experiments.

That is why we envision moving the technicad solutions
born in the latter environment to the redm of the former;
it is smehow a ca&e of solution-reuse. This effort may
benefit both redms as the gpeNEXT projed has a shorter
dealine and can be redly be one of the first consumers of
the DataGRID middeware.

Apparently, the main difference is that in the LQCD
case, there ae many experimental sites, which will be the
apeNEXT super-computers installments; instead, for
example, the LHC experimental site will be just one, that
is, the CERN. In fad, the LHC case is more mmplex. The
Raw experimental data will be mlleded in the CERN IT
fadlity. These first data sets have to be processed in many
stages to produce higher-level data[16]. Some processng
might be caried out in the so-cdled Regiona Centers,
that is, the national LHC computing fadlities. These
procesed data sets can be mnsidered just like LQCD
configurations, and are needed to produce further
measurements.

As of now, the INFN-Grid projed is well in the
approval stage but preliminary funding hes already been
granted. Meanwhile, the EU funding of CERN DataGRID,
while guarantedd, is gill under positive discusson.
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